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Abstract 
Memory is necessary for our daily lives and activities, yet it 
is often fallible. Memory augmentation technology could im-
prove and support our memory by facilitating memory train-
ing and providing memory assistance respectively. How-
ever, there remains a lack of research on utilising users’ 
internal states to enable just-in-time delivery of these inter-
ventions to improve receptivity and effectiveness. With the 
focus on helping older adults, my research involves the de-
sign, development and evaluation of memory training and 
memory assistance artifacts which infer users’ internal and 
cognitive context through physiological signals (biosignals). 
This work will contribute new concepts that build on previ-
ous research in the feld of mobile computing and design 
guidelines for future work on augmenting human memory. 

Author Keywords 
Physiological Sensing; Human Memory 

CCS Concepts 
•Human-centered computing → Human computer inter-
action (HCI); User studies; 

Context and Motivation 
Memory is needed in our everyday lives. Our demands 
range from learning to the hustle of work and to the rem-
inisce of our past. However, it is often fallible [25]. Prior 
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studies on everyday forgetting reveal the fve common types 
of memory lapses faced: prospective memory (intended 
actions), semantic memory (learnt facts and knowledge), 
episodic memory (autobiographical and personal experi-
ences), procedural memory (skills and processes) and at-
tention lapses [7, 22]. Of these, prospective memory (PM) 
lapses have been the most frequently reported [7, 22]. By 
2050, the majority of the world can expect to live beyond 60 
years old. As we age, we are prone to age-related cognitive 
decline and are at higher risk of cognitive disorders such 
as dementia [30]. Emerging technologies for memory need 
to focus on playing a benefcial role in our daily activities, 
health, quality of life and independence. 

My work is inspired by the visions by Engelbart [12] and 
Schmidt [26] to “Augment Human Intellect” by using tech-
nology to extend physical and cognitive capabilities to ap-
proach situations, to better comprehend the situations and 
to form solutions for them. By extending and supporting 
memory, which is an essential function within our intel-
lect, my research takes a step into further realising these 
visions. 

Background 
Memory training is one of the approaches to address mem-
ory failures by maintaining or enhancing internal memory 
function [16]. Especially for PM, effective memory tech-
niques which users can apply when remembering their 
intended tasks tend to be lab-based [29], or require reg-
ular practice and accurate application of the techniques 
for the training to be effective [13]. This yields potential for 
such technique-based memory training to be translated 
to more accessible platforms and facilitated through more 
natural modalities. Moreover, existing digital memory train-
ing systems mainly issue time-based prompts for starting 
training sessions [8, 11, 20]. Since prior work has shown 

that users were more receptive to prompts during idle or re-
laxed states [10, 21, 24], my dissertation explores issuing 
prompts during these states by estimating cognitive load 
and attention via users’ biosignals of electrodermal activity 
(EDA) [27] and heart-rate variability (HRV) [15]. 

Memory assistance tools could also tackle challenges in 
everyday remembering. They compensate for our inter-
nal memory and help us to externalise memory into phys-
ical or digital objects. Post-it notes, to-do lists and calen-
dars are the most common examples [2]. Research in the 
area had evolved into providing just-in-time memory as-
sistance through proactive, context-based reminders and 
information [9, 23]. Prior work have used users’ physiologi-
cal context such as eye-gaze to identify what information to 
provide [17, 19] and EDA to predict parts of conversations 
which users might forget [1]. Biosignals could tell us other 
rich information related to our cognitive processes and 
memory [4, 32] that have yet to be explored. Eye-tracking 
is a promising direction that my research will probe into as 
it could assist in detecting if a user recognises an image [3] 
and potentially help to detect the common phenomenon of 
gaze diversion to facilitate remembering [14, 18, 28]. 

Problem Statement 
To gain a deeper understanding of the user’s physiological 
context when applied to the scenarios of memory training 
and memory assistance, further research is required. Utilis-
ing users’ biosignals for just-in-time memory augmentation 
interventions could improve user receptivity and the effec-
tiveness of these interventions. My dissertation will inform 
future research on using users’ physiological context in mo-
bile computing. 
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Figure 3: Screenshots of memory 
training tool, ProspecFit, that 
facilitates steps of the “when-then” 
memory technique 
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Figure 2: Overview diagram of research focus and research 
questions 

Research Objectives 
This work aims to investigate memory augmentation tech-
nology that account for physiological context to support and 
improve memory. It will focus on older adults as the primary 
users and it involves the following objectives: 

• Design and develop artifacts for memory training and 
memory assistance 

• Conduct user studies to evaluate artifacts and form 
design implications for future research 

Research Questions 
The following research questions are examined in this work 
(Figure 2): 

RQ 1 How can existing lab-based memory training tech-
niques be facilitated through digital forms that are 
usable and effective at improving memory? 

RQ 2 How can memory training systems using biosignals 
lead to increased user receptivity to prompts for train-
ing sessions? 

RQ 3 How can biosignals be used for providing effective 
just-in-time memory assistance? 

Research Approach and Methods 
Phase 1 
In the frst phase, a literature review of existing memory 
augmentation technology for memory assistance and train-
ing, as well as biosignals has been completed. Findings 
have been added to my dissertation. 

Phase 2 
In the second phase, a memory strategy training tool, Prospec-
Fit has been developed to investigate RQ 1. ProspecFit 
facilities an effective memory technique called “implemen-
tation intentions” or the “when-then” technique, by allowing 
users to practice its two steps of formulation/verbalisation 
and visualisation through a smartphone application (Fig-
ure 3). The tool was designed based on fndings with a fo-
cus group and usability testing. A 12-day feld study and 
pre- and post-testing has been conducted to test the effec-
tiveness of such digital memory training in improving PM. 
Findings and design insights have been published [5]. More 
users are being recruited to extend this study and the over-
all work will form a chapter of my dissertation. 

Phase 3 
In phase three, I expanded on the concept of ProspecFit to 
incorporate a more natural modality by developing a conver-
sational agent, Prospero, which guides the same memory 
technique through dialogue with the user (Figure 1). Pros-
pero’s design was informed by literature, interviews and 
user testing. It monitors users’ biosignals of EDA and HRV 
for idle/relaxed states (lowered cognitive load and atten-
tion) and gives prompts for users to begin memory training 
sessions (Figure 4). Users can optionally use a bone con-
duction headset to converse with Prospero. The concept 
and initial reactions to Prospero has been published [6]. A 
study has been conducted to answer RQ 2 and is currently 
under review. 
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2. Prompt
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Figure 4: Interaction fow of 
Prospero: 1. biosignals are 
monitored for user states which 
trigger prompts, 2. prompt is 
issued as a notifcation, 3. user 
goes through memory training 
session for memory technique. 

Phase 4 
The fnal phase will help to answer RQ 3. As a starting 
point, user tests will be held to determine the relationship 
between eye-movement and visual memory retrieval pro-
cesses. With the fndings, a memory assistance system will 
be built to either detect when the user does not recognise 
an image or when the user is trying to retrieve information. 
The proposed system is planned to be a wearable image 
(face or object) recognition system that outputs audio in-
formation to the user. Lastly, a study will be conducted to 
evaluate the accuracy of the detection system, and user 
acceptance and sense of agency when using the system. 

Results 
Results from phase two using ProspecFit [5] showed that 
existing effective lab-based techniques like the “when-then” 
technique could be facilitated via a smartphone applica-
tion that encouraged regular practice of technique. There 
has been preliminary evidence that digital memory training 
could still be effective at improving memory, given that the 
lab-based application has been showed in prior research to 
be effective. Users who underwent digital memory training 
were more on-time at completing memory tasks given dur-
ing the feld study and subjectively report having better PM 
than before the training. 

The concept of Prospero from phase three [6] showed that 
the memory technique could also be facilitated through 
visual or audio dialogue with a conversational agent and 
alternatively, in a wearable form. Initial fndings from the 
completed study users were more receptive to prompts for 
memory training during low cognitive load than during high 
cognitive load. 

Dissertation Status and Next Steps 
I am in the second year of my three-year PhD program and 
considered a doctoral candidate with my dissertation pro-
posal approved by my university’s provisional year review 
committee. Phase 1, 2 and 3 have been mostly completed, 
apart from the ongoing extension of the study for phase 2 
that is planned to be completed by October 2020. My next 
and fnal step is Phase 4. The study design for user tests to 
investigate the relation between eye-movement and visual 
memory retrieval have been designed and is currently being 
held. I plan to complete the tests by December 2020 and 
begin development of the memory assistance system in 
January 2020. The studies planned to evaluate this system 
will start in May 2020 after attaining ethics approval. 

Contributions 
The research contributions of the proposed dissertation to 
the feld of human–computer interaction could be classifed 
into two categories according to Wobbrock and Kientz [31]: 

Artifact Contribution 
Three high-fdelity prototypes: 1) a memory training tool to 
facilitate a memory technique, 2) a conversational agent for 
memory training to guide the use of a memory technique 
and issues prompts based on users’ biosignals, 3) a wear-
able memory assistance system that uses biosignals to aid 
in visual memory retrieval. 

Empirical Contribution 
Findings from user studies conducted using the proto-
types to contribute further empirical knowledge to answer 
research questions and develop design guidelines for mem-
ory augmentation technology. 
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